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Abstract

Personal names are important and common information in
many data sources, ranging from social networks and news
articles to patient records and scientific documents. They are
often used as queries for retrieving records and also as key
information for linking documents from multiple sources.
Matching personal names can be challenging due to vari-
ations in spelling and various formatting of names. While
many approximated name matching techniques have been
proposed, most are generic string-matching algorithms. Un-
like other types of proper names, personal names are highly
cultural. Many ethnicities have their own unique naming sys-
tems and identifiable characteristics. In this paper we explore
such relationships between ethnicities and personal names
to improve the name matching performance. First, we pro-
pose a name-ethnicity classifier based on the multinomial lo-
gistic regression. Our model can effectively identify name-
ethnicity from personal names in Wikipedia, which we use
to define name-ethnicity, to within 85% accuracy. Next, we
propose a novel alignment-based name matching algorithm,
based on Smith–Waterman algorithm and logistic regression.
Different name matching models are then trained for differ-
ent name-ethnicity groups. Our preliminary experimental re-
sult on DBLP’s disambiguated author dataset yields a perfor-
mance of 99% precision and 89% recall. Surprisingly, tex-
tual features carry more weight than phonetic ones in name-
ethnicity classification.

Introduction

Personal name matching is very crucial in many applica-
tions. Personal names are often used as queries for retriev-
ing documents; searching for scientific papers by a particular
author, or for news articles on public figures. Because of its
prevalence, personal names are also often used as a key field
to match records from multiple sources.

Personal names are very different from other types of
names such as names of products or organizations. First,
unlike product names, many person names have multiple
valid spelling variations, for instance ‘Arafat’ and ‘Arafaat’
are valid variations of the same name. Individuals also fre-
quently use nicknames in their daily life, for example ‘Bill’
instead of the more formal ‘William.’ Personal names also
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Table 1: Example of different types of name variations for
different ethnicities

Name Variation
Fatimah bint Tariq bin Khalid al-Fulan Fatimah al-Fulan
Pedro Juan López Rodrı́guez Pedro López
Mao Zedong Mao Tse-tung
Heung-Yeung Shum Harry Shum
Li Wei Gang Weigang Li

may change over time. For instance, after marriage individ-
uals might adopt their spouses’s last names or append that
name to their maiden names. Some even change how their
names are written, when moving to another country. More-
over, names are often recorded in different formats in differ-
ent data sources; some with the full names, some with just
last names and the first initials. These issues and others make
matching of personal names challenging.

One of the more unique aspects of personal names is that
they are highly cultural. Not only are certain names more
common in different ethnic groups, but many cultures also
have their own unique naming conventions. Spanish names
can consist of a composite first name and two family names,
e.g. ‘Pedro Juan López Rodrı́guez.’ Arabic names often ref-
erence ancestral names. An example is the Arabic name
‘Fatimah bint Tariq bin Khalid al-Fulan,’ which means Fa-

timah, daughter of Tariq, son of Khalid, of the Fulan family.

Additionally, differences in ethnicity can also determine
possible variations of a name thus impact the name match-
ing performance. Different languages have different ways to
transliterate their personal names not in Latin into Latin al-
phabets. Some such as Chinese even have multiple transliter-
ation standards (‘Mao Zedong’ ⇔ ‘Mao Tse-tung’). Name-
ethnicity also determines which name variations are valid.
For example, for English names if the middle names or the
initials conflict, the names do not match (‘Jim M Brown’ �=
‘Jim E Brown’). However, for Arabic names, this is not al-
ways the case. ‘Khalid Bin Hasan Bin Ahmad Fazul’ could
match with ‘Khalid Bin Hasan Fazul’ but not with ‘Khalid

Bin Ahmad Fazul’ because the first ‘Bin Ahmad’ refers to
one’s grandfather name while the latter ‘Bin Ahmad’ refers
to one’s father name. Certain errors or variations are also
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more common in some name ethnicities than others. Chinese
names are often mistakenly reversed (‘Lee Wang’ ⇔ ‘Wang

Lee’), for a variety of reasons. It is more common to drop the
last name in Spanish names (out of the two lastnames), than
in English names (‘Pedro Juan López Rodrı́guez’ ⇔ ‘Pedro

López’).
While various personal name matching methods have

been proposed (Christen 2006), most are generic and cul-
ture or ethnicity independent. Others are too specific and are
specially designed to work with specific name ethnicities. In
this paper we explore the relationships between ethnicities
and personal names to improve the name matching perfor-
mance. For this work, we consider a name-ethnicity class
as a nationality category or a collection of nationality cate-
gories given to that name in Wikipedia. For more detail see
the Name-Ethnicity Classification section.

This work has three main contributions. First, we present
a novel name-ethnicity classifier based on the multinomial
logistic regression. Our classifier identifies ethnicity of each
name based on its sequences of alphabets and sequences of
phonetics sound. Second, we extend the Smith-Waterman
alignment algorithm to take into account various character-
istics found in personal name matching. Third, we propose
an ethnicity-sensitive name matching method, by combining
our name-ethnicity classifier with our name alignment algo-
rithm, where different costs are placed on different types of
misalignments depending on the ethnicity of the names be-
ing compared.

Related Work

Name-Ethnicity Classification The ethnicity of a person
is an important demographic indicator used in many appli-
cations including target advertising, public policy, and sci-
entific behavioral studies. However, unlike names, ethnic
information is often unavailable due to practical, political
or legal reasons. Thus, especially in biomedical research,
name-based ethnicity classification has gathered much in-
terest (Coldman, Braun, and Gallagher 1988; Fiscella and
Fremont 2006; Mateos 2007; Gill, Bhopal, and Kai 2005;
Burchard et al. 2003). The primary used method in eth-
nicity classification is to compare to existing name lists.
(Coldman, Braun, and Gallagher 1988) use a simple prob-
abilistic method based on full name lists to identify people
with Chinese ethnicity. (Gill, Bhopal, and Kai 2005) com-
bine surname analysis with location information to better
infer ethnicity from names. The drawback of such dictio-
nary approaches is that it cannot classify names which do
not appear in the training data and constructing such a dic-
tionary is often difficult. Furthermore, existing dictionaries
often do not have desired granularity of ethnic groups. For
instance, US Census data only contains six broad ethnic-
ity categories: Caucasian, African American, Asian/Pacific
Islander, American Indian/Alaskan Native, Hispanic, and
‘Two or more races’. More recently, (Chang et al. 2010)
train a graphical model based on US Census names to infer
ethnicities of Facebook users from names and studied the
interactions between ethnic groups. (Ambekar et al. 2009)
use Hidden Markov Model and decision trees to classify
names into 13 ethnic groups. This work is the most similar

to our name-ethnicity classifier. Both their and our approach
break down each name into smaller units of character se-
quences, which allow the models to make ethnicity predic-
tion on names that they have not seen before. However, their
approach only models sequences of characters in different
name-ethnicities, while ours utilizes both phonetic and char-
acter sequences.

Name Matching Much work has been done on name
matching in the domain of information integration, record
linkage and information retrieval (Bilenko et al. 2003;
Christen 2006). Most of the previously proposed techniques
can be categorized into two categories: phonetic-based and
edit distance-based. The phonetic-based approaches convert
each name string into a code according to its pronuncia-
tion, which is then used for comparison (Raghavan and Al-
lan 2004). The edit distance approaches define a small num-
ber of edit operations (e.g. insertion, deletion and substitu-
tion), each with an associated cost. The distance between
two names is then defined to be the total cost of edit oper-
ations required to change one name into another. Jaro mea-
sures the similarity based on number and order of characters
shared between names. Jaro-Winkler then improves on Jaro
distance by emphasizing matches of the first few characters.
Other notable flavors of edit distance used in name match-
ing include Levenshtein distance and Smith-Waterman dis-
tance (Freeman, Condon, and Ackerman 2006). An excellent
review of commonly used name matching methods can be
found in (Christen 2006). Recently, (Gong, Wang, and Oard
2009) propose a transformation based approach, where they
compute the best transformation path between names based
on three types of operation: abbreviation, omission and se-
quence changing. SVM is then used to learn the final deci-
sion rule. Their approach is somewhat related to our name
matching method. Both attempt to find a mapping between
two names; for them, it is the best transformation path us-
ing a graph-based algorithm, and for us, it is the optimal
alignment through an alignment algorithm. However, their
approach assumes universal cost for each type of transfor-
mations, while our cost function depends on the ethnicity of
the names.

Name-Ethnicity Classification

In this section, we describe the process we use to collect
a list of names and the features used in our name-ethnicity
classifier.

Extracting Names from Wikipedia

Inspired by (Ambekar et al. 2009), we take advantage of
Wikipedia and their categories as the source for collecting
personal names of different ethnicities. To cultivate a list of
personal names for a given nationality, we use the following
procedure. First, for each target nationality N , we pick the
Wikipedia category N people as the root node. We then em-
ploy BFS to transverse all subcategories and pages reachable
from the root node up the the depth of 4. Simple heuristics
is used to restrict the link transversals. For example, we only
include subcategories whose titles contain the word ‘peo-

ple’ or ‘s of ’ (eg. ‘Members of the Institut de France’) or
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Table 2: Name-Ethnicity data gathered from Wikipedia

Ethnicity #Names Wikipedia Categories
MEA 10,559 Egyptian, Iraqi, Iranian,

Lebanese, Syrian, Tunisian
IND 21,271 Indian
ENG 28,624 British
FRN 29,271 French
GER 35,101 German
ITA 23,328 Italian
SPA 15,154 Columbian, Spanish, Venezuelan
RUS 19,580 Russian
CHI 10,385 Chinese
JAP 17,790 Japanese
KOR 3,750 Korean
VIE 859 Vietnamese
Total 215,672

end with plural nouns (eg. ‘entertainers’). An example of a
valid path is shown below:

French people → French people by occupation

→ French entertainers

→ French magicians

→ Alexander Herrmann

The leaf nodes resulting from such transversal are then col-
lected as personal names for that nationality. Note that nei-
ther our heuristics nor Wikipedia categories are perfect. For
instance, names under ‘British people of Indian descent,’
which are of Indian ethnicity, will be filed under English
names. Non-personal names could also be included. For in-
stance, musical group names such as ‘Spice Girls’ is in-
cluded because it is under ‘British musicians’. Thus, we also
manually curate the resulting name lists, removing any such
obvious missassignments as best as we could.

In the end, we gather a total of 215,672 personal
names (after curation) from 19 nationalities, which are then
grouped into 12 ethnic groups as shown in Table 2. Per-
sonal names of Egyptian, Iraqi, Iranian, Lebanese, Syrian
and Tunisian are grouped together as Middle Eastern names
(MEA) and names of Spanish, Columbian, Venezuelan are
grouped together as Spanish names (SPA).

Name-Ethnicity Classifier and Features

We then train a multinomial logistic regression classifier to
identify ethnicity of different names based on characters and
phonetic sequences. The intuition is that names of different
ethnicity have identifiable sequences of alphabets and pho-
netics. The multinomial logistic regression is a logistic re-
gression that is generalized to more than two discrete out-
comes. In a multinomial logistic regression, the conditional
probabilities are calculated as follows:

Pr(Yi = yK |Xi) =
1

1+
�K−1

l=1 exp(βl,0+β
T
l ·Xi)

Pr(Yi = yk|Xi) =
exp(βk,0+β

T
k ·Xi)

1+
�K−1

l=1 exp(βl,0+β
T
l ·Xi)

k=1,...,K−1

Table 3: Example of features used in Name-Ethnicity classi-
fier

Feat Type String −→ Features
nonASCII Pedro López −→ ó
charNgram $pedro$ +lopez+ −→ $p, pe, ed, ... (2gram)

$pe, ped, ... (3gram)
dmpNgram $PTR$ +LPS+ −→ $Pm, PTm, ...

$PTm, PTRm, ...
soundex P360 L120 −→ P360s, L120s

For the name-ethnicity classification, Yi is the random vari-
able for the ethnicity of the name i and Xi represents the cor-
responding feature vector. The set {y1, ..., yK} is the set of
K ethnicity classes. The set of coefficients {βl,0,βl}k=1...K

are estimated by a maximum a posteriori probability (MAP)
through iterative process. The normal distribution is used as
prior on the coefficients.

Our classifier utilizes four types of features: (1) nonASCII,
(2) charNgram – character ngrams, (3) dmpNgram – Double
Metaphone ngrams and (4) Soundex. The nonASCII features
consist of non-ASCII characters (such as ‘ä’, ‘é’) present in
the name. The charNgram features are character bigrams,
trigrams, and four-grams of the name after normalization,
where all non-ASCII characters are mapped to their ASCII
equivalences (‘ä’ → ‘a’). The phonetic characteristics of the
name are represented by dmpNgram and soundex features.
To compute dmpNgram features, each name token is first en-
coded with the Double Metaphone algorithm. The bigrams,
trigrams and four-grams are then generated from the result-
ing encoding. Lastly, soundex features are simply Soundex
encodings of each token in the name. The Soundex and Dou-
ble Metaphone algorithms are popular phonetic algorithms
for encoding a word according to its phonetic sound. The
Soundex algorithm encodes each word as a code of four
characters: the first character of the word and a three digit
code representing its phonetic sound (Knuth 1973). For in-
stance, Both ‘Steven’ and ‘Stephen’ are encoded as ‘S315’.
Double Metaphone is a more advance phonetic algorithm
than Soundex, designed to better handle non-English words
(Phillips 2000). It can also return multiple codes in the case
of words with phonetic ambiguity. Double Metaphone en-
codes each word into a code of 16 consonant symbols, e.g
‘Stephen’ is encoded as ‘STFN.’

Before the ngram generation, both for charNgram and
dmpNgram, we pad the beginning and the ending of each to-
ken with ‘$.’ To differentiate last names from other tokens,
the last tokens are padded with ‘+’ instead of ‘$.’ For exam-
ple, ‘Pedro López’ would be padded to ‘$pedro$ +lopez+,’
resulting in character ngrams ‘$p’, ‘pe’, ‘ed’, ... , ‘opez’, and
‘pez+.’ The full example of features extracted for the name
‘Pedro López’ is shown in Table 3.

Ethnicity-Sensitive Name Matching

In this section, we present the overview of the ethnicity-
sensitive name matching algorithm. To calculate a proba-
bility that a pair of names match, we first tokenize each
name into name tokens. A dynamic programming based on
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Smith–Waterman algorithm is applied to find the optimal
alignment between the two tokenized names. Features are
then extracted from the optimal alignment. A logistic regres-
sion model is then applied to convert features into the match
probability. Using the name-ethnicity classifier to separate
names into ethnic groups, we train separate logistic regres-
sion models for each name-ethnicity. Now we discuss each
step in more detail.

Computing Optimal Alignment

We use a modified version of Smith–Waterman algo-
rithm to find the optimal alignment between two names.
The Smith–Waterman algorithm is a popular alignment al-
gorithm for identifying common molecular subsequences
(Smith and Waterman 1981). However, the standard
Smith–Waterman operates on sequences of characters (e.g.
aligning characters in ‘ACAT‘ with ‘AGCA’) and only al-
lows exact match between characters. We, on the other hand,
are interested in aligning sequences of name tokens, not
characters. In addition, name tokens can align without being
an exact match (such as ‘Kathy’ and ‘Katharine’). There-
fore, we extend the Smith–Waterman algorithm to token
alignment and replace its exact match comparison with an
approximate matching function.

For a given name pair p = (p0, ..., pm) and
q = (q0, ..., qn), where pi, qj are word tokens in p

and q respectively, we define the token similarity be-
tween the token pi and qj , denoted by S(pi, qj), as follows:

S(pi,qj)=






Jaro-Winkler(pi,qj) if |pi|≥2 and |qj |≥2

0.95 if (|pi|=1 or |qj |=1) and init(pi)=init(qj)

0 otherwise

where init(a) = the first character of a. Basically, we mea-
sure the similarity between tokens with the Jaro-Winkler

similarity, which works well for short strings. But in the
case where one of the token is just an initial, the similarity
is 0.95 if their initials are compatible, such as between pi

= ‘E’ and qj = ‘Edward,’ and 0 otherwise. The value 0.95
is arbitrary chosen, because we want the similarity of the
initial-match cases to be sufficiently high, but still less than
those of exact matches.

We then define the scoring matrix, H , where H(i, j) rep-
resents the maximum similarity score between (p0, ..., pi)
and (q0, ..., qj), in term of a similarity function S as follows:

H(i,0)=0, 0≤i≤m

H(0,j)=0, 0≤j≤n

H(i+1,j+1)=

max






H(i,j)+S(pi,qj) if S(pi,qj)> 0.8 //pi matches qj

H(i,j−1)+1 if pi=qj−1qj //pi spans 2 tokens

H(i−1,j)+1 if pi−1pi=qj //qj spans 2 tokens

H(i+1,j) // skip qj

H(i,j+1) // skip pi

for 0≤i≤m−1, 0≤j≤n−1

The matrix H can be computed using dynamic program-
ming. Unlike in the standard Smith–Waterman, where each
cell can align with at most one other cell, our name token can
align with upto two tokens in the corresponding name. This

− Marcelo Bicho Dos Santos

− 0.0 0.0 0.0 0.0 0.0

Marcelino 0.0 0.96 0.96 0.96 0.96

B 0.0 0.96 1.91

�� �� ��
1.91 1.91

Santos 0.0 0.96 1.91 1.91 2.91

�� �� �� �� ��

Figure 1: Scoring matrix H for aligning ‘Marcelo Bicho Dos

Santos’ and ‘Marcelino B Santos.’ The arrows show the path
of the optimal alignment generated by the traceback proce-
dure.

Table 4: Examples of the optimal alignments between (a)
‘Marcelo Bicho Dos Santos’ and ‘Marcelino B Santos.’ (b)
‘Juan Ginés Sánchez Moreno’ and ‘G Lopez Moreno.’

(a) p Marcelo Bicho Dos Santos
q Marcelino B - Santos

S(pi, qj) 0.96 0.95 <skip> 1.0
(b) p Juan Ginés Sánchez Moreno

q - G Lopez Moreno
S(pi, qj) <skip> 0.95 <con> 1.0

allows our alignment algorithm to account for a common
problem in name matching, where multiple name segmen-
tations exist for instance (‘DeFélice’ ⇔ ‘De Félice’) and
(‘Min Seo Kim’ ⇔ ‘Minseo Kim’), without any special pre-
processing steps. After the matrix H is computed, the trace-
back procedure similar to the one in Smith–Waterman algo-
rithm, can be used to find the optimal alignment. Figure 1
shows an example of the matrix H for aligning ‘Marcelino

B Santos’ and ‘Marcelo Bicho Dos Santos’ and the resulting
optimal alignment are shown in Figure 4a.

Since name field reversal such as (‘Min Seo Kim’ ⇒
‘Kim Min Seo’) is very common, especially with East Asian
names, we introduce a shift operator α such that αt(p) shifts
each token in p, t positions to the right for t > 0 and to
the left for t < 0. So α1(p) = (pm, p0, ..., pm−1) and
α−1(p) = (p1, ..., pm, p0). Let Ω(p, q) denotes the optimal
alignment between p and q, and Ωs(p, q) denotes the optimal
alignment with the shift operation. Then

Ωs(p, q) = argmax
Ω(αt(p), q), t ∈ {−1, 0, 1}

M(Ω(αt(p), q)))

where M(Ω(p, q)) is the similarity score for the alignment
Ω(p, q) in the matrix H . So Ωs(p, q) is the best alignment
out of all alignments with various shifts.

Name Matching Probability

From the resulting optimal alignment Ωs(p, q), we then
categorize each match/mismatch based on its location. For
example, we differentiate unmatched tokens at the end
of a name from unmatched tokens at the beginning of a
name. The probability P , that a name p matches a name
q is then computed based on the number of each types of
match/mismatch in their optimal alignment Ωs(p, q). More
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specifically, the probability P depends on the feature vector
f = (x1, ..., x7) where

x1 = # of skip tokens before the first aligned token pair
x2 = # of skip tokens after the last aligned token pair
x3 = # of skip tokens in the middle that are initials
x4 = # of skip tokens in the middle that are non-initials
x5 = # conflicting tokens
x6 = # of shift operation in the optimal alignment = |t|
x7 = products of similarity scores of aligned token pairs

=
�

u,v

pu align with qv in Ωs(p,q)

S(pu, qv)

Two tokens pi, qj are considered to be conflicting (<con>)
if they both are unaligned and are between the same aligned
token pairs, for example ‘Sánchez’ and ‘Lopez’ in Table 4b.
Unaligned tokens that do not conflict with any tokens are
considered skip tokens (<skip>), for example ‘Dos’ in Table
4a and ‘Juan’ in Table 4b.

To illustrate, consider the two optimal alignments shown
in Table 4. In (a), there are one skip token in the middle and
three aligned tokens pairs. So x3 = 1 and x7 = 0.96×0.95×
1 thus f = (0, 0, 1, 0, 0, 0, .91). In (b), there are two aligned
token pairs, two conflicting tokens and one skip token. So
x1 = 1, x5 = 2 and x7 = 0.95× 1.0.

To compute P , we assume that the odds ratio of P is di-
rectly proportion to

P

1− P
∝ D1

x1D2
x2 ... D6

x6D7
log(x7)

where D1, ..., D6, D7 are discounting factors for different
types of alignment/misalignment (x1, ..., x6, x7). The odds
ratio of P can be rewritten as:

P

1− P
= D0D1

x1 ... D6
x6D7

log(x7) (1)

log(
P

1− P
) = β0 + β1x1 + ...+ β7log(x7) (2)

logit(P ) = β0 + β1x1 + ...+ β7log(x7) (3)

The equation (3) above is simply a logistic regression model.
Thus the optimal values for the coefficient β1, ...,β7 with
respect to a dataset can be easily estimated.

In the training phase, we use the name-ethnicity classifier
to classify names in the training data according to their eth-
nicities. Separate logistic regression models are then built
for each name-ethnicity, e.g. one for Spanish names, one
for Middle Eastern names and so on. In addition, a back-
off model is train over all the training data. In the evalua-
tion phase, if both names to be compared are classified as of
the same ethnicity, the ethnicity specific regression model is
used, otherwise the default model is used.

Currently, the token similarity function S(pi, qj) is eth-
nicity independent. However, in the future, different to-
ken similarity functions can be used for different ethnicity
names. For instance, if the system detects that the names
being compared are Chinese, a special similarity function

Table 5: The precision, recall and F1 measure of the name-
ethnicity classifier for each ethnicity.

Ethnicity Precision Recall F1
MEA 0.79 0.78 0.79
IND 0.89 0.86 0.87
ENG 0.79 0.85 0.82
FRN 0.80 0.80 0.80
GER 0.84 0.85 0.85
ITA 0.85 0.86 0.85
SPA 0.82 0.79 0.81
RUS 0.90 0.85 0.81
CHI 0.92 0.90 0.91
JAP 0.97 0.95 0.96
KOR 0.93 0.92 0.92
VIE 0.93 0.83 0.88
Accuracy 0.85

that includes the mapping between Hanyu-Pinyin and Wade-
Giles (two different transliteration systems for Mandarin
Chinese) can be used instead. Additionally, in a real sys-
tem, one can also improve the similarity function S(pi, qj)
by incorporating nickname dictionaries for different ethnic
groups; for example, mapping ‘Bartholomew’ with ‘Bart,’
or ‘Meus’ for English names, and mapping the Chinese first
name ‘Jian’ to its Western nickname ‘Jerry.’

Experiments

Name-Ethnicity Classification on Wikipedia

To assess the performance of our name-ethnicity classifier,
we randomly split the name list collected from Wikipidia
into 70% training data and 30% test data. Table 5 shows the
precision, recall and F1 measure of the classifier for each
ethnicity. The overall classification accuracy is 0.85, with
Japanese as the most identifiable name-ethnicity (F1=0.96),
followed by Korean (F1=0.92). In general, the classifier does
well identifying East Asian names (CHI, JAP, KOR, and
VIE) with over 90% precision and recall with just one ex-
ception, VIE’s recall. The most problematic class is Mid-
dle Eastern names (MEA) with 0.79 F1, followed by French
with 0.80 F1. We also ran another experiment without any
diacritic features; every name is normalized to its ASCII
equivalence. With just ASCII features, the classification ac-
curacy drops down slightly to 0.83. This suggests that even
without diacritics, each name-ethnicity still has identifiable
characteristics that can be used for classification.

The confusion matrix between different name-ethnicities
is shown in Figure 2. We observe that Middle Eastern names
are mostly confused with Indian names. This is not unex-
pected, since India has a large population of Muslims. Most
of the confusion for European names are with other Euro-
pean names, especially between English, French, and Ger-
man. The majority of confusion for Russian names are with
German names.

We also examine the coefficient of each feature learned
by the classifier. The most predictive features for each non-
English ethnic group, are listed in Table 6 according to their
coefficients in the logistic regression. For instance, the ‘bh’

1145



Table 6: Most predictive features, excluding nonASCII, for
each name-ethnicity according to the ethnicity classifier. ‘$’
represents the word boundary and ‘+’ indicates the lastname
boundary.

Ethnicity Feature Example
MEA ou Jassem Khalloufi
IND bh Bhairavi Desai
FRN ien$ Henri Chretien
GER sch Gregor Schneider
ITA one+ Giovanni Falcone
SPA $de$ Jesus de Polanco
RUS v+ Viktor Yakushev
CHI ng$ Jing Huang
JAP tsu Yutakayama Hiromitsu
KOR ae Song Tae Kon, Nam Yun Bae
VIE nh Nguyen Dinh, Linh Chi

character sequences (as in ‘Bhairavi Desai’) are highly pre-
dictive of Indians names. The ‘sch’ character sequences is
more unique in German names, while ‘v+’ (the lastname
ending with ‘v’) is a good indicator for names of Russian
ethnicity. An example of notable phonetic features picked up
by our classifier is Soundex S400 for Middle Eastern names
(corresponding to ‘EL’ as in ‘Hatem El Mekki’). It is inter-
esting to note that the majority of the top features are char-
acter features. This suggests that the written form of a name
is a better indicator of its ethnicity than its phonetic. In gen-
eral, the top features learned by our classifier comply with
our expectations.

Overall, our name-ethnicity classifier can infer ethnicity
from names with fairly high accuracy. Our result is over-
all comparable to the previously reported attempt in (Am-
bekar et al. 2009), and is significantly better at identifying
some ethnic groups such as German, and East Asian names.
Using smaller units of names, instead of the full names, as
features not only makes the classifier generalize better to un-
seen names, but should also help reduce the number of train-
ing data needed in order to include a new ethnic class. One
interesting direction for future work would be to compare
the effect of the size of the training data on the performance
between our model and theirs.

Name Matching Evaluation

We evaluate our name matching algorithm on the DBLP au-
thor dataset (Dataset 2) (Lange and Naumann 2011). The
dataset contains 10,000 pairs of ambiguous author records
from DBLP, that were manually cleaned due to author re-
quests, or by fine-tuning heuristics. The dataset was created
to be a challenging testbed for author record disambigua-
tion. We use the subset of the data (2500 record pairs), which
comprises only of author records from authors with multiple
name aliases.

As the baselines, we implement four standard string
matching techniques, Jaro-Winkler and Levenstein editing
distance, together with their recursive versions (L2 Jaro-
Winkler and L2 Levenstein) using the SecondString library1.

1http://secondstring.sourceforge.net/

Figure 2: The confusion matrix of name-ethnicity classifi-
cation on Wikipedia data. The rows are the true ethnicities,
and the columns are the predictions. Darker tiles indicates
less confusion between ethnic pairs, while lighter tiles rep-
resent more confusion.

We evaluate the performance of all baselines with various
thresholds, and plot their precision and recall in Figure 3.
The maximal F1 for all possible threshold values is 0.75 for
Jaro-Winkler, 0.70 for Levenstein distance, 0.80 for L2 Jaro-
Winkler, and 0.77 for L2 Levenstein.

We create three ethnicity-dependent name matching mod-
els; one for Middle Eastern names (MEA), one for Spanish
names (SPA), one for East Asian names (CHI, JAP, KOR,
VIE), and one default model, which is trained on all eth-
nicity names. The three ethnic groups are chosen since they
have quite distinct naming conventions compared to typical
Western names. We train and evaluate the ethnicity-sensitive
name matching models using 10-folds cross validation. Our
model achieves 0.99 precision, 0.89 recall and 0.94 F1 mea-
sure. This is 14% improvement in F1 over the best standard
similarity measures (L2 Jaro-Winkler). Our algorithm scores
extremely high precision. While the recall is at 0.89, which
is slightly lower, it is still quite high. When examining the
names that their matches were not correctly recalled, we
observe that some of them would be difficult even for hu-
man without using other information. For instance, ‘Hedvig

Sidenbladh’ and ‘Hedvig Kjellström’ are marked as the same
author in the DBLP dataset, so as ‘Maria-Florina Balcan’
and ‘Maria-Florina Popa.’ These are examples of authors
that changed their last names. One drawback of training sep-
arate models for each ethnicity is that we effectively make
the training data for each model smaller. Thus we would like
to test our model with other larger dataset in the future and
to investigate the impact on performance.

Conclusion

We propose a novel name-ethnicity classifier based on the
multinomial logistic regression. Our name-ethnicity classi-
fier is trained and evaluated on Wikipedia data, achieving
around 85% accuracy. We observe that name strings were
usually more important than phonetic sequences for classifi-
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Figure 3: The recall-precision curves of the baseline edit-
distance measures on DBLP data. The optimal F1 is 0.75 for
Jaro-Winkler (R=0.7, P=0.81), 0.70 for Levenstein distance
(R=0.6, P=0.81), 0.80 for L2 Jaro-Winkler (R=0.7, P=0.93),
and 0.77 for L2 Levenstein (R=0.8, P=0.74).

cation. In addition, we also propose a novel name-matching
method that is ethnicity-sensitive. The name-matching algo-
rithm is trained and evaluated on the standard DBLP author
dataset, achieving 14% improvement in F1 over the stan-
dard name similarity measures. Both our ethnicity classifier
and our ethnicity-sensitive name matching also can be eas-
ily extended to include new ethnicities. Future work would
be to extend this to other and possibly finer definitions of
ethnicity and to larger datasets; for instance, to differenti-
ate between French names in France and French names in
Quebec, Canada.
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