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Abstract. Web privacy policies are used by organisations to disclose
their privacy practices to users on the web. However, users often do
not read privacy policies because they are too long, time consuming, or
too complicated. Attempts to simplify privacy policies using natural lan-
guage processing have achieved some success, but they face limitations of
scalability and generalization. While this puts an onus on researchers and
policy regulators to protect users against unfair privacy practices, they
often lack a large-scale collection of policies to study the state of inter-
net privacy. To remedy this bottleneck, we present PrivaSeer, the first
privacy policy search engine. PrivaSeer has been indexed on 1,400,318
English language website privacy policies and can be used to search pri-
vacy policies based on text queries and several search facets. Results can
be ranked by PageRank, query-based document relevance, and the prob-
ability that a document is a privacy policy. Results also can be filtered
by readability, vagueness, industry, and mentions of tracking technology,
self-regulatory bodies, or regulations and cross-border agreements in the
policy text. PrivaSeer allows legal experts, researchers, and policy regu-
lators to discover privacy trends and policy anomalies in privacy policies
at scale. In this paper we present the search interface, ranking technique,
and filtering techniques for PrivaSeer. We create two indexes of privacy
policies: one including supplementary non-policy content present in pri-
vacy policy web pages and one without. We evaluate the functionality of
PrivaSeer by comparing ranking techniques on these two indexes.
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1 Introduction

A privacy policy is a legal document that an organisation uses to disclose how it
collects, uses, shares and secures its customers’ personal data. Laws around the
world such as the General Data Protection Regulation (GDPR) and the Califor-
nia Consumer Privacy Act (CCPA) require organisations to make their privacy
policies readily available to their users. These laws assume that users will read
the privacy policy of an organisation and either accept the practices or abstain
from using the offered services. However, a number of studies have shown that
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although average internet users have a basic interest in online privacy [19], they
rarely read privacy policies as they are either too long [15] or too complicated
to understand [7]. Additionally, suggestions to improve the comprehensibility of
privacy policies [10] have not been adopted by most organisations.

Natural Language Processing (NLP) techniques to simplify privacy policies
tested on small corpora of privacy policies [24,26,27] have shown promising
results. However, they face issues of accuracy, scalability and generalization due
to their small datasets, often consisting of fewer than 10K policies. This paucity
of large datasets leads to a lack of robust techniques which could be used to easily
understand the wide range of privacy policies on the web. Without automated
tools, regulators in some jurisdictions (such as the European Union) rely on
user complaints to investigate privacy practices [23] while others (such as the
United States) rely on organisations to self-certify their compliance1 and only
investigate when a privacy policy is at odds with real world privacy practices.

To remedy the lack of a publicly accessible large-scale privacy policy resource,
we present PrivaSeer2, a privacy policy search engine that currently indexes
1,400,318 privacy policies collected from the web. PrivaSeer can be used to find
policies based on policy text using facets such as sector of commerce, policy
vagueness, policy readability, tracking technology mentioned, regulatory bodies
mentioned and regulations or cross-border agreements mentioned in the policy
text. Search results can be ranked by popularity of the website of the policy,
relevance based on the query and the probability that a document is a privacy
policy. To the best of our knowledge, PrivaSeer is the first search engine specif-
ically designed to support privacy research.

PrivaSeer gives researchers the ability to quantify and examine sets of poli-
cies based on key features, enabling them to discover trends in privacy practices
online. Similarly, policy regulators and legal experts can use PrivaSeer to find
anomalies in policies, thereby empowering them to protect users from privacy-
eroding practices. The simple and intuitive search interface allows privacy con-
cerned web users to find features of particular privacy policies and search for
privacy-friendly alternatives for everyday services.

2 Related Work

The related work can be categorised into two areas: collections of privacy policies
and methods to simplify privacy policy documents.

To the best of our knowledge, PrivaSeer is the first privacy policy search
engine, but a few prior attempts have focused on making privacy policies more
accessible to the public. The Usable Privacy Policy Project made available a
collection of 115 privacy policies with fine grained human annotation of privacy
practices in policies [24]. These policies can be accessed through the website
and filtered based on the URL3. They display the sector of activity, readability
1 https://www.privacyshield.gov/Program-Overview.
2 https://privaseer.ist.psu.edu/.
3 https://explore.usableprivacy.org/.
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and popularity of the website from which the policy was originally obtained. In
addition, they also created a collection of seven thousand privacy polices which
contain machine annotated privacy practices which can be filtered by URL.
Similarly, Polisis4 is a collection of about 31,000 privacy policies which generates
automatic summaries of privacy policies based on various data practices. While
the privacy policies can be filtered based on their URL, they cannot be searched
based on user queries [9]. More recently, Amos et al. [1] released a longitudinal
corpus of privacy policies collected from around 130,000 websites.

Privacy policies have been simplified using various machine learning
approaches. PrivacyCheck is a an application that automatically summarizes
privacy policies online and answers ten basic questions on any privacy policy
[26]. Similarly, Privee uses both rule-based and machine learning methods to
classify privacy policies based on predefined categories of privacy practices [27].
Question answering techniques to simplify privacy policies have achieved some
success. The PrivacyQA corpus was introduced to promote question answering
in the privacy domain [16]. Opt-Out Easy is a web browser extension designed
to present available opt-out choices to users as they browse the web [3]. Addi-
tionally, Apple has begun displaying privacy labels in its MacOS and iOS app
stores having collected the information from App developers; however, they are
available exclusively for apps in the Apple ecosystem.

While all the above techniques are geared towards simplifying privacy policies
for everyday internet users, there is a lack of tools to aid privacy researchers and
help regulators manage the vast number of privacy policies online. PrivaSeer has
the capacity to help researchers and regulators analyse privacy policies based on
required features and enforce regulations at scale.

3 Data Collection

The privacy policies for the PrivaSeer search engine come from the PrivaSeer
Corpus5 [21,22]. Srinath et al. built the PrivaSeer Corpus using two sepa-
rate crawls of the web. The first crawl occurred in July 2019 with seed URLs
from Common Crawl6, a non-profit organisation which has been releasing large
monthly archives of the internet since 2008. The URLs in the Common Crawl
archive were first filtered based on a selection criteria that took advantage of the
fact that most privacy policy URLs either have the word ‘privacy’ or the words
‘data’ and ‘protection’ in them. The candidate URLs were then re-crawled. The
crawled documents were put though a filtering pipeline which included language
detection, document classification, duplicate and near-duplicate removal, URL
re-verification and non-policy content removal.

The second crawl, in February 2020, used seed URLs from the Free Company
Dataset7. Candidate documents were filtered using the crawl pipeline after which
4 https://pribot.org/polisis.
5 We refer to the corpus as PrivaSeer Corpus and the search engine as simply Pri-

vaSeer.
6 https://commoncrawl.org/.
7 https://docs.peopledatalabs.com/docs/free-company-dataset.
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duplicates between the first and second crawls were resolved. The Free Company
Dataset provided additional website metadata such as year founded, industry,
size range, country, and employee estimate. The final set in the PrivaSeer Corpus
consists of around 1.4 million English language website privacy policies.

4 Search Interface

The user interface of PrivaSeer resembles a standard search engine, in order to
keep the system familiar and easy to use. A user enters a query in the search
text box on the landing page and can opt to search either the privacy policy
URLs or the policy text by selecting a radio button. Figure 1 shows a screenshot
of the landing page. Clicking Search takes the user to the results page.

Fig. 1. Snapshot of landing page

By default, the privacy policies in the results page are ordered based on a
custom ranking function discussed in Sect. 6. The result page displays the top
ten results with options to go to the next page. Each result has the title of
the webpage, the URL, the date it was crawled and snippets of text in the
document with words matching the query words highlighted. The user can re-
filter the results based on search facets on either side of the page. Figure 2 shows
a screenshot of the results page for the query ‘address’, a common personal
information type mentioned in privacy policies.

5 Indexing

We created two separate indexes: one for privacy policy web pages with non-
policy content included and one without. Non-policy content refers to content
in a privacy policy web page such as header, footer and navigation menus which
are irrelevant to the privacy policy as a legal text. We used Elasticsearch [8] to
create an inverted index and divided the documents into the title, URL, and
body for indexing. We tokenized the body and title of the privacy policy using
grammar based tokenization that works based on the Unicode text segmentation
algorithm [5] and tokenized the URL based on a regex tokenizer.
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Fig. 2. Snapshot of results page

6 Ranking

The results in PrivaSeer are ranked based on PageRank, query based document
relevance and the probability of the document being a privacy policy.

PrivaSeer uses the bag-of-words based Okapi BM25 [17] ranking function to
estimate the relevance of a document given a search query. Given a search query
Q with terms qi where i = i...n, the score of a document D is given by the
following function.

n∑

1

idf(qi) × (k1 + 1).tf(qi,D)
tf(qi,D) + k1(1 − b + b.|D|/dlavg) (1)

Where, idf(qi) is given by the following equation.

idf(qi) = log
N − n(qi) + 0.5

n(qi) + 0.5
(2)

In the equations, N is the total number of documents in the collection, n(qi)
is the number of documents containing qi, tf(qi,D) is the term frequency of qi
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in document D, k1 and b are tuned constants, |D| is the number of words in
document D and dlavg is the average document length in the collection.

We extracted the PageRanks of the domains in the corpus Common Crawl’s
web graph. Common Crawl use the Gauss-Seidel algorithm [2] to calculate the
PageRanks in the web graph. Only a few domains have a high PageRank suggest-
ing that ranking based only on PageRank might limit the discovery of privacy
policies from the domains that are not very popular. The custom ranking func-
tion combines the scores derived from query based document relevance with
PageRank and the probability of the document being a privacy policy. The final
score of a document D given query Q is given by the following function.

P (D) ×Relevance(D,Q) × log10(Dpr) (3)

In the equation, P (D) is the probability that the document is a privacy
policy, Relevance(D,Q) is defined in Eq. 1, and Dpr is the PageRank of the
website from which the document was crawled.

The PrivaSeer Corpus was created by training a random forest model to
classify whether a document is a privacy policy. Srinath et al. [21] labeled 1000
crawled documents as either a privacy policy or not. We used the labeled data
to train a machine learning model and obtained the probability of a document
being a privacy policy. We used 100 documents as the validation set to tune
hyperparameters and divided the rest of the documents into train and test sets
in the ratio 4:1. We then tokenized and removed stop words before using term-
frequency inverse-document-frequency features extracted from the URL and doc-
ument. The average precision and recall score after 5-fold cross validation were
0.96 and 0.97 respectively.

Fig. 3. Distribution of probabilities of documents (being a privacy policy) in the Pri-
vaSeer Corpus
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Figure 3 shows the distribution of the probabilities of documents classified as
a privacy policy for all the documents in the PrivaSeer Corpus. The horizontal
axis begins at 0.5 since the binary classification cutoff probability was 0.5, with
1 being the label for a privacy policy and 0 being the label for its negation. The
figure shows that most of the documents are classified with high confidence with
only a few documents having a probability less than 0.7.

7 Filtering and Observations on the Document Set

7.1 Sectors of Commerce

The Free Company Dataset, which was used to obtain seed URLs for the Pri-
vaSeer Corpus, maps website URLs to a set of 148 unique industries. Two
researchers worked independently and arrived at a consensus to consolidate the
industries into 11 sectors of commerce. Table 1 shows the distribution of privacy
policies across different sectors of commerce in the PrivaSeer Corpus. Unknown
consists of extracted privacy policies whose sector of commerce information could
not be found on the Free Company Dataset. Expected norms for privacy prac-
tices differ based upon sectors of commerce. For example, privacy policies in the
medical sector are more likely to address users’ health information, which has
its own privacy laws (i.e., HIPAA in the US). Thus, we provide sector of com-
merce as a filter facet to enable policy regulators to compare and find anomalies
between privacy policies of the same sector.

Table 1. Distribution of privacy policies across different sectors of commerce

Sector of commerce Number

Unknown 858, 395

Finance, Marketing and Human Resources 106, 732

Information Technology and Electronics 82, 192

Consumer and Supply Chain 77, 477

Civil, Mechanical and Electrical 70, 209

Medical 49, 918

Sports, Media and Entertainment 43, 912

Education 35, 468

Government, Defense and Legal 29, 037

Travel, Food and Hospitality 28, 290

Non-Profit 18, 688

Figure 2 shows the screenshot of the results page with sector of commerce as
a filter facet. For a given query, the number of privacy policies in each sector is
specified next to sector name. The progress bar and percentage value for each
sector indicate the number of privacy policies retrieved for the query out of the
total number of privacy policies for that sector in PrivaSeer Corpus.
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7.2 Readability

Readability of a text can be defined as the ease of understanding or compre-
hension due to the style of writing [12]. One of the main critiques of privacy
policies is that they are too complicated to read and understand. Studies have
found that privacy policies are difficult to read and require a college-level reading
ability [6,7]. The online privacy paradigm follows the Notice and Choice frame-
work. Notice is a presentation of terms by an organisation, usually in the form
of a privacy policy and choice is an action by a user signifying the acceptance
of terms [20]. When privacy policies are difficult to understand, the notice and
choice framework breaks down. To assess readability, we calculate the Flesch-
Kincaid Grade Level (FKG) [11] for all the policies in the corpus and include
it as a facet to filter privacy policies. FKG gives the United States school grade
level an average user would need to be in order to understand the text. Srinath
et al. show the distribution of readability scores in the PrivaSeer Corpus based
on a number of readability techniques [21].

7.3 Tracking Technology

Tracking technologies are used by organisations to keep track of web users’ brows-
ing habits. We selected six different types of tracking technologies and extracted
their mentions in all the policies in the PrivaSeer Corpus. Table 2 shows the dis-
tribution of these mentions, extracted using regex queries in an approach similar
to Amos et al. [1]. To study the effectiveness of the regex technique, we manually
sampled 10 privacy policies from each category of the facet and found no false
positives for any category. Intuitively, privacy policies rarely mention tracking
technologies which they do not use. While there is a possibility that mentions of
some tracking technologies were not captured by the regex technique, thereby
leading to false negatives, we believe that the regex expressions captured the
common terms for all tracking technology thereby minimizing false negatives.

Studies have found a misalignment between the use and mentions of various
tracking technology in privacy policies [1]. While tracking technologies are com-
mon in practice, they may not always be mentioned in the privacy policy. Thus,
to enable further investigation of discrepancies and trends in the use of tracking
technology we include tracking technologies as a facet.

Table 2. Distribution of tracking technology

Tracking technology Number of policies % of total

Cookies 1,179,351 84.2%

Logs 249,901 17.8%

Web Beacon 236,099 16.9%

Fingerprinting 73,969 5.3%

Flash Cookies 39,199 2.8%

Advertising ID 15,366 1.1%
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7.4 Self-regulatory Bodies

Some jurisdictions rely on organisations to self-certify their privacy regulation
compliance. Organisations therefore work with self-regulatory bodies to provide
them with privacy seals and certificates verifying the organization’s adherence
to certain specified privacy standards [18]. Amos et al. presented a longitudi-
nal analysis of self-regulatory compliance by examining the mentions of self-
regulatory bodies in privacy policies [1]. We applied the same method of using
regex queries to extract mentions of nine self-regulatory bodies in privacy poli-
cies of the PrivaSeer Corpus. Similar to the regex technique applied to extracting
tracking technologies, we sampled ten random privacy policies for each item in
the facet and found no false positives.

Table 3. Distribution of self-regulatory bodies

Self-regulatory bodies Number % of total

NAI 88, 964 6.35%

DAA 72, 754 5.19%

EDAA 22, 874 1.63%

BBBOnLine 3, 190

TrustArc 2, 300

CNIL 1, 767 <1%

ePrivacy 899

VeraSafe 180

Evidon 109

Table 3 shows the percentage of privacy policies mentioning each of the
self-regulatory organizations in the PrivaSeer Corpus. Only initiatives such as
Network Advertising Initiative (NAI), Digital Advertising Alliance (DAA) and
European Interactive Digital Advertising Alliance (EDAA) that develop self-
regulatory standards for online or digital advertising, have significant number of
mentions (present in over 1% of privacy policies in the corpus). Therefore, we
only provide these as filterable items in PrivaSeer.

7.5 Regulations and Agreements

While some jurisdiction rely on organisations to self-certify their privacy compli-
ance, others rely on concrete regulations and cross-border agreements. Similar
to self-regulatory bodies, we extracted mentions of eight regulations and cross-
border agreements in privacy policies of the PrivaSeer Corpus. We also included
a sector-specific government regulation, the Health Insurance Portability and
Accountability Act (HIPAA). Table 4 shows the percentage of privacy policies
mentioning different regulations and agreements in the PrivaSeer Corpus. GDPR



PrivaSeer: A Privacy Policy Search Engine 295

and Privacy Shield have the highest number of mentions among regulations and
cross-border agreements respectively. We include regulations and agreements as
a filter facet in PrivaSeer to enable users to identify privacy policies that refer
to these regulations.

Table 4. Distribution of regulations & agreements

Regulations & agreements Number % of total

GDPR 228, 726 16.33%

COPPA 73, 745 5.27%

Privacy shield 62, 778 4.48%

CalOPPA 57, 819 4.13%

CCPA 13, 215

SCC 6, 834

HIPAA 3, 713 <1%

BCR 2, 105

7.6 Vague Language

A term is regarded as vague if it admits borderline cases, where speakers are
reluctant to say either the term definitely applies or does not apply [4]. Vague-
ness in privacy policies is a pervasive problem [13], limiting the ability of readers
to precisely interpret their contents. Uncertainly in future needs prompts organ-
isations to resort to using vague language to describe their privacy practices
[4]. This diminishes the effectiveness of policies making them unclear to users,
thereby reducing trust and causing potential user privacy issues. Thus, we calcu-
late the vagueness scores of all policies in the PrivaSeer Corpus and make them
available as a search facet, for regulators and researchers to study at scale.

We use the corpus on vagueness in privacy policies made available by Lebanoff
and Liu [13] to calculate the vagueness of policies in PrivaSeer. To create their
corpus, Lebanoff and Liu first extracted sentences from 100 privacy policies that
contain 40 cue words for vagueness [4]. Each sentence was considered separately
and the vague words/phrases in it were identified and annotated. Since the sen-
tence context was not considered, co-referential words were annotated as vague.
For example, in the sentence You can find out more about this on the anonymous
edits page, the word ‘this’ was annotated as vague. Since our aim was to find
the vagueness of the privacy policy as a whole, we ignored annotations on words
that were only annotated as vague due to co-reference issues. We ignored the
annotations on the following words when they were annotated as vague: it, this
they, them, that, these, here, there, you, us, we, and following. We also ignored
annotations on the following phrases when they were annotated as vague: per-
sonal information, personally identifiable information, and third party (parties)
as they might have been defined in the privacy policy prior to usage.
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Fig. 4. Distribution of vague sentences

We treated the problem as a token classification problem where each word
in a sentence would be predicted as either vague or not. We fine-tuned a pre-
trained transformer based model, namely Roberta [14], using the Roberta token
classification head from Huggingface [25]. We divided the corpus into train, devel-
opment, and test sets in the ratio 3:1:1. We used the development set for hyper-
parameter tuning. Table 5 shows the results for vague word prediction. While
Lebanoff and Liu achieve better precision and recall scores, the corpus that we
report on is a modified version due to the removed co-references.

For predicting vagueness of all the policies in the corpus, we extracted sen-
tences form the corpus that had any one of the 40 cue words [4] similar to
Lebanoff and Liu [13]. We call these candidate vague sentences. Following the
candidate sentence extraction, if any word in a sentence was found to be vague
by the Roberta model, we considered the sentence to be vague. We then nor-
malised the number of vague sentences with the total number of sentences in the
privacy policy to obtain a vagueness score for each policy.

Table 5. Vague word prediction results

Model Precision Recall F1

Lebanoff and Liu 68.4 53.8 60.08

Roberta 65.1 52.6 58.3

The distribution of candidates and vague sentences is shown in Fig. 4. From
the figure we can see that on average around 50% of the sentences in a privacy
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policy are candidates for vague sentences, while about 30% are actually vague.
There appears to be a long tail with some privacy policies having almost no
vague sentences and some with almost all vague sentences. Manual evaluation of
the policies in tail shows that most of them are very short with at most three or
four sentences. Figure 2 shows the filter facet for vagueness based on a measure of
the ratio of vague sentences to the total number of sentences in the policy. Users
can filter results by entering a range between 0 and 1 to select the proportion of
vague sentences they would like to see in policies.

8 Ranking Evaluation and Discussion

We perform an exploratory evaluation, since no prior work exists on evaluating
a privacy policy search engine. Precision at k or P@k measures the number of
relevant results among the top k returned results. We report precision at 10 and
precision at 5 scores for two indexes of privacy policies as discussed in Sect. 5,
one with the context provided by non-policy content and one without.

Prior research identified ten categories of privacy practices that lawyers
expect privacy policies to contain [24]. To evaluate PrivaSeer, we created three
themes for queries based on the ten categories in prior work. These themes com-
prise of personal information type (PI), security information (S), and privacy
practice type (PP). The queries were designed and evaluated so that even if a
returned result for a query was a privacy policy with the query words, it was
deemed irrelevant if it did not fall in the expected category. For example, The
query ‘health information’ is from the category personal information type. If a
returned result for the query was a privacy policy from a hospital which did not
mention how users’ health information would be collected or managed, then the
query was deemed irrelevant.

Table 6. Queries and their categories

Category Queries

Personal information type Payment information, health information, social
security number, phone number, photos, private
messages, microphone

Security Firewall, encryption, SSL, data breach, deletion

Privacy practice type Opt-out, retention period, change notification, do not
track, European audience

The categories of queries and each query that was used for evaluation are
shown in Table 6. Table 7 shows the comparison of P@5 and P@10 results
between three ranking schemes over the different type of query categories and
indexes. The results suggest that the custom ranking technique works best fol-
lowed by PageRank and finally the simple query-document matching.
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Table 7. PrivaSeer evaluation results

Non-policy content Excluded Non-policy content Included

PI S PP PI S PP

@5 @10 @5 @10 @5 @10 @5 @10 @5 @10 @5 @10

Relevance 0.54 0.48 0.28 0.38 0.66 0.63 0.37 0.31 0.48 0.44 0.6 0.62

PageRank 0.6 0.56 0.6 0.62 0.48 0.5 0.51 0.41 0.56 0.6 0.72 0.7

Custom 0.88 0.9 0.92 0.92 1 0.9 0.83 0.76 0.76 0.78 0.9 0.9

We tested a version of the custom ranking technique without document prob-
ability scores and found that the results were slightly better than either PageR-
ank or query based document relevance individually. Although this technique was
able to leverage PageRank and query based document relevance scores together,
we found that it performed poorly in cases where false positive privacy poli-
cies came from domains with a high PageRank. It was only able to perform
well when both PageRank and query based document relevance scores presented
reasonable results on their own. The use of document probabilities significantly
improved ranking performance. The document probability scores suppress doc-
uments with a high PageRank or high query based document relevance scores
but which might not be a privacy policy in reality.

Performance of all the techniques deteriorated on the index with non-policy
content, across all the categories. This suggests that content in the header, footer
or navigation menu do not provide much context while ranking queries related to
privacy practices. It is likely that non-policy content would improve ranking in
cases where users would like to filter results based on a specific industry. While
the ‘sector of commerce’ facet allows users to filter results based on course grained
industry categories, queries which include industry specific words on an index
with non-policy content might serve as a stronger filter.

The custom ranking technique outperforms the PageRank and query based
document relevance techniques and also has a higher variability in the returned
results when compared to the PageRank technique. The PageRank technique
usually returns the same set of documents for most queries. We hypothesize that
this behaviour is because most popular websites have a comprehensive coverage
of privacy practices.

9 Conclusion

We present PrivaSeer, the first privacy policy search engine. PrivaSeer is a
necessary tool that is the first of its kind and is helpful to several distinct
groups with goals in furthering user privacy. Documents can be ranked by query
based document relevance scores, PageRank values, and document probabilities.
They also can be filtered based on sector of commerce, policy vagueness, policy
readability, tracking technology mentioned, regulatory bodies mentioned, and
regulations/cross-border agreements mentioned in the policy text.
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On average about 30% of the sentences in a privacy policy were found to
have at least one vague word in them. This suggests that vagueness in privacy
policy documents is a pervasive problem. We used regex text matching to extract
details about tracking technology, regulatory bodies, and regulations/cross-
border agreements and found non instances of false positives. We believe this is
because privacy policies only record elements of privacy that they use/comply
while rarely mentioning other elements/alternatives that exist.

An exploratory evaluation of PrivaSeer based on PageRank, query based
relevance, and our custom ranking technique found that the custom ranking
technique outperformed the others in all categories. We found that our custom
technique had higher variability in returned results and was able to overcome
limitations caused by the presence of false positive privacy policies in the results.
Future work could concentrate on adding a temporal component to the collection
of privacy policies and explore alternative ranking methods.
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