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ABSTRACT
Author name disambiguation (AND) can be de�ned as the problem
of clustering together unique authors from all author mentions
that have been extracted from publication or related records in
digital libraries or other sources. Pairwise classi�cation is an es-
sential part of AND, and is used to estimate the probability that
any pair of author mentions belong to the same author. Previous
studies trained classi�ers with features manually extracted from
each attribute of the data. Recently, others trained a model to learn
a vector representation from text without considering any struc-
ture information. Both of these approaches have advantages. The
former method takes advantage of the structure of data, while the
latter takes into account the textual similarity across attributes.
Here, we introduce a hybrid method which takes advantage of both
approaches by extracting both structure-aware features and global
features. In addition, we introduce a novel way to train a global
model utilizing a large number of negative samples. Results on
AMiner and PubMed data shows the relative improvement of the
mean average precision (MAP) by more than 7.45% when compared
to previous state-of-the-art methods.
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1 INTRODUCTION
Identifying and clustering unique author mentions in digital li-
braries and other datasets is important for several reasons. Author
name queries are one of the frequent searches in digital library
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search engines[7]. Identifying unique authors enables the allows
the search engine to retrieve publication records for that unique
author. Another use is the study of the science of science on large-
scale data, which typically has been studied on small hand-curated
datasets. Identifying unique authors is a challenging problem be-
cause the name of the author can be represented in various forms
(e.g., full name or with initials), and numerous individuals have
same name representations.

Author name disambiguation (AND) is the task of identifying
and clustering unique authors using the metadata of publication
records. Let D be a set of publication records in digital libraries.
Each publication record di 2 D has an author mention ai j for
each author, which consists of the publication metadata (e.g. title,
venue, keyword, abstract, coauthor) and author metadata (e.g. name,
a�liation). The objective of AND is to cluster all author mentions
8a 2 A into a set of unique authors C = {c1, c2, · · · , cn }.

Recent methods for AND typically consist of two steps. First, a
blocking method is applied to divide the entire author mentions A
into smaller blocks of data in order to reduce the search space for
the next step. Second, clustering is done for each block separately,
and the union of the clustering is from all blocks in the set of unique
authors C . For clustering, a pairwise similarity metric needs to be
de�ned and measured between each author mention.

Here, we focus on the pairwise similarity estimation. Recently,
supervised machine learning-based methods have been widely used.
One approach is to calculate the similarity of each attribute (e.g.
title, name, a�liation), and use that as a set of features to calculate
the overall similarity for various models. There are also approaches
that train deep neural networks for extracting features. Beside
the model they use, the two approaches are di�erent in that the
former extracts features from each attribute separately, whereas the
latter uses text without considering any structure information. Both
approaches have advantages. The former approach takes advantage
of the structure information, since a pair of records is likely to have
similar text in some of the attributes (e.g. published in the same
venue and/or same a�liation). The latter approach takes account
of textual similarity across attributes. This type of similarity is
more robust in estimating the similarity of author pair mentions
which some of the attributes are missing. For example in PubMed,
abstracts are often missing for older publications, and a�liations
are available only for the �rst and last author.

Our contribution is that we introduce a hybrid method that takes
advantage of both methods. We use structure aware features as well
as global features extracted from both approaches, and compliment
our pairwise estimator model with gradient boosted trees (GBT).
Second, we introduce a novel deep neural network to improve
the quality of the extracted global features (embeddings) of each
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author mention. We evaluate our method using the AMiner dataset
[17] and our PubMed dataset. Results show statistically signi�cant
improvement in accuracy (up to 7.45%) compared with previous
pairwise classi�cation methods.

2 RELATEDWORK
Pairwise classi�cation methods are an essential part of AND since
they estimate the probability of a pair of author mentions belong-
ing to the same author. Several classi�cation methods have been
used, including naive Bayes [4], support vector machines (SVM)
[5], random forests (RF) [15], and GBT [8, 10]. Those methods use
a manually crafted set of features that mostly consist of a set of
di�erent textual similarity measures for each attribute.

In contrast, recentwork has utilized deep neural networks (DNNs)
for pairwise classi�cation. Tran et al. [14] applied a DNN as a binary
classi�er consisting of multiple dense layers. Their method uses
a manually crafted set of features similar to classi�cation meth-
ods introduced above, but did not utilize the ability of a DNN to
learn feature representations. Atarashi et al. [1] used a Hadamard
product of bag-of-words (BoW) vector as the input to a DNN in
order to automatically learn features. Also other methods learn the
vector representation from graphs constructed from coauthorship
and document similarity [3, 16]. A drawback to such approaches is
scalability, since the graph is constructed on each block and trained
separately. Recently, Zhang et al. [17] used a DNN to �rst learn a
vector representation (global embedding) for each author mention
and re�ned it with a graph auto encoder (local embedding). The
AND process can be thought as a domain speci�c application of
entity resolution (ER). There are has been recent work on exploring
DNNs on general ER problems [2, 12].

3 PAIRWISE CLASSIFICATION
We will use supervised training on a labeled dataset of author men-
tions. Section 3.1 and Section 3.2 introduces two types of features,
and Section 3.3 discusses the selection of classi�er.

3.1 Structure-aware Features
Each author mention instance consists of a �xed set of attributes
from publication and author metadata (e.g., title, venue, keyword,
coauthor). It is likely that at least some of those values will have the
same or similar terms if they are from the same author. For example,
they may have the same venue that author mostly publishes in and
similar terms used in the title. Thus, we use per-attribute similarity
as our structure-aware feature. We measure two similarity metrics
as used in the previous literature [9, 10, 13]:

• Cosine similarity of BoWvectorswith term frequency-inverse
document frequency (TF-IDF) weights.

• Cosine similarity of TF-IDF weighted average word embed-
dings. vector

We used our own trained word embedding from a continuous bag-
of-words [11] with 100 dimensions, which is trained on all author
mentions in the digital library.

Figure 1: Global features are extracted from the output of
the second dense layer �r (highlighted with a red circle).

3.2 Global Features
We also extract global features from the entire text for each au-
thor mention (i.e., a union of words from all attributes) without
considering structure information. This allows us to consider the
similarity of terms across attributes because semantically similar
words can be also found across attributes from the same author.

We use the representation learning method of Zhang et al. [17]
and extract feature vectors with a DNNwith the architecture shown
in Figure 1. For each author mention r , we use the TF-IDF weighted
average of word embeddings, �r . The input goes into two dense
layers. The output of the second layer �r is the encoded global
feature vector.

The novelty of our model is the way it is trained. Zhang et
al. [17] uses a a triplet (r , r+, r�) for training, where r

+, r� is a
positive/negative sample author mention of the same author. They
use a triplet loss measured as the sum of sim(�r ,�+r )�sim(�r ,��r )+
m, wherem is a margin and sim is a similarity measure. We instead
use the cosine similarity of vectors.

In contrast, our model maximizes the conditional likelihood of
matching the sample mention r with a positive author mention r+,
similar to the previously proposed deep structured semantic model
[6]. The likelihood is calculated as posterior probability of r+ given
sample r using a softmax function,

P(r+ |r ) = exp(� sim(r , r+))Õ
r ⇤ 2R exp(� sim(r , r⇤)) (1)

where R is all author mentions in the digital library, and � is a nor-
malization term. We use the cosine similarity of encoded vectors
�r ,�⇤r for similarity measure sim(r , r⇤) = cos(�r ,�⇤r ). The denomi-
nator term is approximated by calculating the sum of similarity of
positive and k negative sample pairs from r

+ and {r�1 , r�2 , · · · , r�k }.
Then, our loss function is de�ned by minimizing the log likelihood,

loss = �log
÷
r,r+

P(r+ |r ) (2)
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This model has the advantage of utilizing a large number of nega-
tive samples (k for each sample) produced from mentions of other
authors, while the triplet model [17] sees only a single one for each
sample. Thus it uses only a small portion of negative data while
training. The resulting feature vector from our model shows better
accuracy on pairwise classi�cation, as discussed in Section 5.1.

We trained our model with the Adam optimizer with all hyper-
parameters selected using grid search. The number of hidden nodes
on two dense layers are respectively 128 and 64. The mini batch
size is 64 and the learning rate 0.001, and the normalization term �

in the softmax function is 35. We use 4 negative samples for each
labeled author mention r , and saw that there was no further sig-
ni�cant improvement by adding more than 4. We train up to 200
epochs, and apply early stopping if the loss in the validation set is
not improving after 5 consecutive epochs.

3.3 Classi�er Selection
We train a binary classi�er to classify whether a pair of mentions
is from same author or not. To select the proper classi�er that uses
both structure-aware and global features, we tested two approaches:

• Machine learning classi�erswith pairwise features: co-
sine similarity of global features sim�lobal is used as an
additional feature with structure-aware features

• PairwiseDNNclassi�er: structure-aware features are used
as an additional input (concatenated) to the DNN model

The �rst type of classi�ers are often used in methods that use
structure-aware features only [9, 10, 13]. We tested a SVM, RF, and
GBT, as they are the most used for this task.

The second approach can be seen as similar to that of a pair-
wise DNN [1]. Let x ,� be a pair of author mentions where sx�
are structure-aware features between two mentions, and �x ,�� are
global features of each. The input vector of the pairwise DNNmodel
is the Hadamard product of global features concatenated with the
structure-aware features, {�x � �� ; sx� }. The DNN is composed
of two dense layers (32 nodes) and binary classi�cation is done by
optimizing the cross entropy loss function.

Experiment results shown in Section 5.2 indicate that the best
results are from using the �rst approach with GBT. We believe it
is because tree ensemble classi�ers are known to work well on
structured data, especially with several empty values, compared to
DNN or linear classi�ers.

4 DATA
We use two labeled datasets of digital libraries for evaluation. The
�rst is from Zhang et al. [17] which consists of author mentions
from publication records in AMiner. They manually labeled the data
based on the publication list of authors’ homepage, email address,
and a�liation. The second is our own dataset constructed from
PubMed author mentions. We use principal investigator (PI) data
from the National Institutes of Health (NIH), which has a unique
identi�er of PIs on NIH funded projects and their PubMed publica-
tions (given with publication identi�er, PMIDs). With PMIDs, we
can access the publication attributes, but we need to distinguish the
PI from list of authors in order to extract author related attributes
(e.g. full name, a�liation). We used the simple heuristic of checking

Table 1: Dataset Statistics and List of Attributes

Dataset AMiner PubMed
# Blocks 600 2,000
# Authors 12,798 9,486
# Mentions 1,121,831 1,149,692

Attributes
title, venue, title, venue, a�liation,

a�liation, coauthor, coauthor, keyword, year,
keyword abstract, MeSH, chemical

(1�0.���
���.�)��
�������	 

(a) AMiner

(1�0.���
���.�)��
����	��� 

(b) PubMed

Figure 2: Precision-Recall Comparison for Global Feature
Methods. MAP values are in parentheses.

the name compatibility [7] of the PI name and all author names. Af-
ter �nding all corresponding author mentions, we applied blocking
using �rst name initials and last name, and used name blocks that
had at least 3 di�erent individuals in the block.

Table 1 shows the statistics of two datasets. The AMiner dataset
has higher average number of unique authors for each block than
the PubMed dataset. On the other hand, the PubMed dataset has a
richer set of attributes. The AMiner dataset has only Chinese au-
thors (e.g. Hua Fu, Jian Shao, S. Lin), whereas the PubMed dataset
consisted of various ethnicities (e.g. M. Schwartz, G. Luo, D. Bhat-
tacharya).

5 EXPERIMENTS AND DISCUSSION
For evaluation we split the name blocks into training and test
datasets with a 5:1 ratio. The training set is again split into 80% of
the sampled pairs for the actual training set and the rest for the
validation set. The validation set is used to check for early stopping
and optimize hyperparameters. All evaluation is done by measuring
the accuracy of each method with a mean average precision (MAP)
measure of the precision-recall curve. This is tested on all possible
pairs of author mentions within each name block of the test dataset.

5.1 Evaluation on Global Features
We evaluate the capability of identifying pairs of the same author
using the cosine similarity measure of our proposed global feature
vectors. We compare our proposed global features to the input
TF-IDF weighted average word embedding vector of our proposed
model (used as baseline) and the global embedding with the triplet
model [17]. The result is shown in Figure 2. We can see a clear
improvement for both datasets. The p-value of ours compared to
the triplet model [17] is less than 0.001 for each dataset, which is
statistically signi�cant at level 0.05. The improvement shows our
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Table 2: MAP Values of Classi�ers with Proposed Features

Method AMiner PubMed
SVM 0.6795 0.8878
RF 0.6889 0.8907
GBT 0.6914 0.8929
Pairwise DNN [1] 0.6646 0.8771


�
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.��(��)�������	 

(a) AMiner


�
����0�
.��(��)����	��� 

(b) PubMed

Figure 3: Pairwise-Recall Comparison on Pairwise Classi�-
cation Methods. The value in the parenthesis is MAP.

proposed model with multiple negative samples captures the global
similarity better than previous methods.

5.2 Experiment on Selecting Classi�ers
We tested all methods proposed in Section 3.3 by measuring the
MAP of classi�cation result. Table 2 shows that GBT has highest
MAP for both datasets, following by random forest. Tree ensemble
methods work well especially on publication data, which occasion-
ally has empty values on some attributes. Although some of the
decision trees can be a�ected by the empty values, other trees not
using those attributes can still make the right decision. Thus, we
use GBT on our hybrid pairwise classi�cation method.

5.3 Evaluation on Pairwise Classi�cation
Methods

We compare our method to state-of-the-art methods, as shown
in Figure 3. We compare with Louppe et al. [10], which uses tree
ensemble classi�ers with the set of similarity measures from each
attribute. We use the set of features from Section 3.1 since they gave
the best results on our experiment. Another is Zhang et al. [17]
which learns vector representation of each author mention using
various DNN models. In their original paper, the authors reported
local embedding gives the best result. However in our experiments,
global embedding gave the best results for the majority of our test
dataset1. As such we compared our results with their global em-
bedding results. Our hybrid method gives the best result, showing
that using both structure-aware and global features improves the
classi�cation performance.
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1The original implementation of [17] �ltered out small size clusters while we keep
them. The local embedding did not work well when those were included for evaluation.

6 CONCLUSION
We devised a hybrid pairwise classi�cation method for the author
name disambiguation that estimates the probability that a pair of
author mentions are the same author. Two types of features are
used. The �rst is structure-aware features extracted from the sim-
ilarities of each attribute. The second is global features extracted
from texts across these attributes which �nds semantic similarity
across attributes. In addition, we propose a selection of the pair-
wise classi�er, and show that using Gradient Boosted Trees (GBT)
performs best on our proposed features. Evaluation on Aminer and
PubMed datasets shows a 7.45% relative improvement compared
with previous methods using MAP on pairwise classi�cation.
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