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T
he need for service-oriented cyberinfra-

structure (CI) has been reported (1–4).

Further development of archiving and

search tools to accommodate the explosive

growth in many fields, particularly in biomed-

ical research, has been emphasized. Archae-

ology often depends on archived data acquired

by other researchers for other purposes, often

long ago. Differences

in recording proto-

cols, terms, meas-

urement units, and

language are com-

monplace. Data are

often obscurely archived and difficult to access,

and policies regarding confidentiality vary con-

siderably. Even when databases are accessible,

they often differ in size, format, structure, and

semantics and seem to defy fusion. In archaeol-

ogy, research on the most important issues in

today’s society—the evolution of culture, the

growth in population, and the long-term interac-

tion of cultures with their physical and biological

environments—will remain impoverished in the

absence of a new generation of cybertools.

Modern archaeological science depends on

large collections of diverse, mundane objects

(such as potsherds, stone tools and debris, and

animal and plant remains), rather than small

collections of treasures. Sites are unique, non-

renewable resources easily destroyed by ero-

sion or modern land use. Thus, old collections,

original field notes, and reports of prior work

have enduring research value.

At present, there are three types of data that

are impossible to access simultaneously because

of the highly individualized nature of traditional

archaeological field and laboratory research.

First, there are separately compiled databases

held by museums, governmental agencies, and

individuals that reside on different computer

platforms. Data classifications and terminology

vary, are regionally and temporally specific, and

are inconsistently applied. Increasingly, these are

Geographic Information System (GIS) data-

bases based on years of accumulated paper

records. Second, there is a voluminous unpub-

lished “gray literature” consisting of limited dis-

tribution reports (produced mainly by cultural

resource management firms and government

agencies). Third, there are images, maps, and

photographs embedded in museum catalogs and

archaeological reports (published and unpub-

lished). Difficulties in accessing data have been

aggravated by the boom in cultural resource

management (CRM) research in the United

States. Government agencies, museums, uni-

versities, and private companies have acquired,

and now care for, tens of millions of artifacts

plus associated field notes and metadata.

The dimensions of the problem for the

United States were outlined in a recent white

paper commissioned by the Society for Amer-

ican Archaeology (SAA), in which it was esti-

mated that six federal agencies alone require
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~64 million cubic feet of collection storage

space in addition to over 40,000 linear feet of

documentation (5). These numbers do not

include collections, images, and catalog docu-

mentation maintained by universities and muse-

ums (including the Smithsonian Institution) or

state agencies across the country (6).

The problem is not only one of access. The

various autonomous user communities cur-

rently hosting these resources understand and

describe data in different ways. There is a need

to classify and search for numerical, textual, and

visual data simultaneously. Standards and proto-

cols, where they exist, are typically defined at

state or local levels and have changed over time.

Diverse research interests and reliance on old

collections require archaeologists first to under-

stand each other’s concepts and procedures in

order to comprehend others’ data, methods,

and results. Translation protocols are needed.

Regional data have often been collected and

organized according to modern political bound-

aries that have no meaning whatsoever in prehis-

toric, early historic, or environmental contexts.

Furthermore, some data, particularly precise site

locations, must be kept confidential at levels that

vary according to state and local policies.

Consequently, archaeological research remains a

mosaic of parochial efforts. Even the spatial and

temporal dimensions of regional cultures must

be extrapolated from selected sites and radiocar-

bon dates. Research on large geographical areas

is particularly difficult at present. 

Recent developments in computer and infor-

mation science provide the computational tools,

protocols, and standards that can help devise an

integrated infrastructure. Federated databases

and ontology-based database integration (7–9)

provide the means of coordinated data manage-

ment. Portal technology and Web services pro-

vide customizable access points to methods and

data (9), and grid technology, coupled with high-

speed data connections, provides distributed but

high-powered computational resources (10). In

several sciences, it is already apparent that a

coordinated approach to describing, archiving,

and disseminating research products and serv-

ices can provide significant gains in productivity

and quality. For example, the National Science

Foundation (NSF) is currently funding the devel-

opment of CI in support of the human-environ-

ment interaction and geoscience communities

via the Human-Environment Regional Obser-

vatory Network (HERO) (11) and Geosciences

Network (GEON) (12) projects. Within govern-

ment, the National Map, the National Spatial

Data Infrastructure (13), and Geospatial

OneStop are federally mandated initiatives to

improve sharing and collaboration among data

collection agencies and users. A digital library

and search engine for computer and information

science, CiteSeer (14, 15), is very popular

with the computer science community. The

SIMPLIcity (Semantics-sensitive Integrated

Matching for Picture Libraries) content-based

image retrieval engine has been used to manage

large-scale databases for art and cultural,

remote-sensing, biomedical, and Web applica-

tions (16). Readers can try it out online. Rather

than try to impose a single formal data model

and associated semantics on the community of

researchers, new tools should instead take an

approach that encompasses many different per-

spectives by developing database mediation

services based on successful current approaches

such as those used by GEON (17), the Fedora

Digital Library (18), and ONION [Ontology

Composition System (19)]. Thus, researchers

should be able to query electronic data using

search terms that have meaning to them, and

these terms should be mapped to semantic

equivalents when used to query remote data col-

lections, then translated back. The CI architec-

ture shown (see figure, page 958) is an example

of an approach to facilitate use of archaeological

resources via Web/grid services. 

At the same time, any new system should

facilitate future efforts within the archaeologi-

cal community to establish common, minimal

standards for metadata descriptions of artifacts,

sites, maps, and other academic resources (20).

Thus, interoperability is not simply a technical

end-goal. It is instead a design strategy that also

promotes effective cooperation between human

and electronic components of the research

process. Such efforts have begun at universities

such as The Pennsylvania State University,

Arizona State University, and the University of

Arkansas and at the National Park Service. We

require an e-science that marries the intercon-

nectedness of digital research tools with the

introspection enabled by traditional record-

keeping (21, 22). 

Sustainability can be assured in two ways.

First, data collections should be distributed and

sharable. Host institutions should retain the free-

dom to manage their own databases for their own

purposes, thereby spreading costs and maintain-

ing institutional autonomy. Second, digital

libraries and associated services should be made

available to researchers and organizations to

store their own data and mirror data of others.

Because databases can remain in place, once the

infrastructure is completed, the running costs

would be restricted to maintenance and refine-

ment of the metadata collections and associated

services. Such a distributed system avoids trying

to manage an ever-increasing centralized digital

archive into the foreseeable future, with signifi-

cant recurrent annual costs, but does bring up

problems associated with federated search and

management. Harvesting and indexing services

can continue with minimum support and can be

replicated by other organizations, so functional-

ity can become truly distributed over time. The

best system will be one that has commitments

from government, academic, and commercial

organizations. 

Emerging cybertools can transform the way

in which researchers collaborate to solve long-

standing problems by providing: (i) a stable set

of catalogs to preserve what is known about

important data resources; (ii) tools to help

researchers locate, access, and contribute data

resources; and (iii) shared virtual workspaces in

which researchers can collaborate virtually on

larger tasks (see figure, page 958). Any attempt

to impose a single complex (and expensive) sys-

tem will fail. CI will be successful if it is allowed

to evolve as it is adopted, used, and contributed to

by a community. Encouraging archaeologists to

do so also involves solving problems of confi-

dentiality and trust, and securing long-term

commitment from agencies. 
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