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ABSTRACT

We describe a reconfigurable computing architecture spdoies parallel optical channels to suppastfreconfiguration and
compare our architecture to configuration cache based designs
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1. INTRODUCTION

Reconfigurable computing architectures aming popularity as replacements for general purpose architecturesyirnigian
performance applications. Reconfigurable systems canad&ntage of deep computational pipelines, perform concurrent
execution and are inherently dataWflin nature. May applications canxloit these systems, such as genomic sequence scan-
ning, Fast Purier Transform, t&t searching, and computer vision. Current reseafontgfare applying reconfigurable com-
puting to perform automatic @&t recognition, real-time image processing, and harelwmplementation of neural netvks.
However, these architectures $eif from a trade dfbetween slav reconfiguration timesersus lav logic gate density when

used to support lge computatior?s This problem is due to thadt that configuration memory typically residekatfip and

reconfiguration is performed seriallgecent approach‘ésol\e this problem by adding an on-chip configuration cache that
provides faster reconfiguration at the cost of die area. That is, the eedaead of the configuration cacheas a lav total

logic gate density for the architecture. These disatlkges limit the performance, and therefore the applicability of current
reconfigurable systems.

In this papera reconfigurable processor architecture is proposedwbatames the limitations discussed abby using high
bandwidth optical channels. The optical channelsvelist parallel loading of the reconfiguration controrevas well as the
migration of the configuration cachd-chip. The migration of configuration cache alfobetter utilization of the die area for
reconfigurable processing elements. Furtiiés possible to implement the optical detectors directly in silicon, which does not
require significant alteration of thalfrication processes. These athages mak the optically reconfigurable architecture
competitive for high performance applications.

2. PROPOSED ARCHITECTURE

Field Programmable Gate Array (FPGA) reconfigurable systems are implemented using arrays of reconfigurable processing
elements such as the onewhan Figurel. Each element can realize the functionality of a logical operation under the control

of aconfiguation kuffer, which is capable of storing a single configuration for the processing element. Thexiyroplie
reconfigurable elemenavies in diferent FPGA technologies.&\ise the termate equivalento represent such a generic pro-
cessing element. Configurationffers are also used to configure the interconnect between processing elements such that
groups of processing elements can realize more carfyphetionality which are callethicroopeations

Reconfiguration of the processing elements is performed by reading the data for all the configiffatostbred dfchip in

a Read Only Memory @M) module. The reconfiguration is slalue to tw factors. First, because the configuration data
resides dfchip, reconfiguration of the processing elements requires long time delays to access the data f@ivh BecR
ond, reconfiguration in these systems is performed sefféddat is, after the controlard is fetched from the®M it is shifted
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Figure 1: Reconfigurable Processing Element.



serially to the configurationutffers of the reconfigurable processing elements. Due to long reconfiguration times, these sys-
tems are typically used as configure-once application-specific compute systems. Thergfdeentidully exploit the flei-
bility offered by reconfigurable hardwe.

To fully take adwantage of the reconfigurable haate and perform dérent computations in real time, we must perform “on

the fly” reconfiguration or run time reconfiguration. Current architectureicome the slo reconfiguration time by adding

on-chip configuration cache to the reconfigurable processing module. The on-chip cacheiatathéeproblem of sio off-

chip memory access to fetch the needed configuration data. Hence, the reconfiguration time is reduced at the cost of die area
Current designs that implement this approach estimatevdrbead of on-chip configuration cache to approach 50% of the

total die are® This overhead is &ry high and hence limits the capability of such systems to represent xdomaitonality in
hardware.

In order to preide maximum utilization of the die area for computation, we propose a reconfigurable processing system that
has the configuration cachef-ohip and high-speed parallel optical channels for loading configurations. An array of optical
detectors is added to the die of the reconfigurable processing unit. Each detector earcoediguration data for a e

group of processing elements since each optical charfees af high bandwidth connection to memdriie configuration

data is transmitted optically in a 2Bshion to each of the on-chip detectors aghggvery fast parallel reconfiguration of the
processing elements. This architecture is illustrated in FRjUFhis architecturev@rcomes the limitations of current recon-
figurable systems, it enje fast run time reconfiguration as well as full utilization of the processing resources.
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Figure 2: Reconfigurable Processor withf-ghip configuration memory read using a 2D array of optical detectors.

3. PERFORMANCE ANALYSIS

In this section we delop a performance measure to compare architectures thatyesnpthip configuration cache and a sin-
gle channel to dfchip configuration memoryersus architectures that do not utilizg an-chip cacheutt use multiple optical
channels to load Bthip configurations. \Wfocus our model to takinto efect the performance parameters that wikeif the

total execution time and specifically the configuration time for the architectures mentioned. In attigerwe focus on study-

ing the efectiveness of both architectures av@ing the run time reconfiguration time. A more detailed analysis, in which a

general reconfigurable processor performance moagldeeloped, has been presented invjmes vorke.

3.1 Rerformance Modeling

We define the performance of a processor as the time a processor needs to compgétetibe ef an application. In general,
the execution time can be defined as the total time needed per configuration of tharbarohes the number of configura-
tions required toxacute the application. The time needed per harewonfiguration consists of three parameters. First, is the
time to load the configuration data that defines the functionality represented in th&do§econd, is the time to read/write

the data needed to perform the computatign, Third, is the time needed taexute the operations defined on theilable
dataTg. In this summary we focus only on théeets of T andTg on total &ecution time. Therefore, for this study we define
total execution time asT = [T+ Tg] xC.

The number of configurations need€s the total number of microoperatioh, that define the applicationvitied by the
average number of microoperations that can be represented in a singlareacdwfigurationMcqnfig This is a function of

both the processing aregadlable on the chip and the structure of the application beicuéed, asxlained belov.



The total processing area or die capacity of the processor can be represented as the total natmleeyuidlignts sailable
on-chip,G. However, this die capacity is not fully used as processing area, since some of the die area is used as configuration
cache for some architectures and as photo detectors for other architectures. Hence, thailabial processing area

G =G-G whereG. 4 IS the die area needed for configuration cache measuratkiegualent area. & archi-

proc cache’
tectures emplging optical channels;;;prOC =G-G whereGgyic is the area required to implement the photo detectors

optic’
measured in@e equialents.

We defineM o as the maximum number of microoperations that can be realized simultaneously in a singleehaodfig-
uration MIorOC = Gproc/Gm, whereG,, is the number of @te equialents needed to realize a single microoperatiomv-Ho
ever, in general, the actual number of microoperations that can be realized simultaneously in a singhe lcardiguration is
a function of the parallelism in the application, the partitionifigiehcy, and the @erage amount of harcwe reuse that tak
place from one configuration to the xhe Therefore, MConfig =rxM proc where r captures these fetts. Hence,
C=M/M The number of gte equralents required to represeéMitynsgmicrooperations in a single hardwe configu-
ration isGCOnfig = MConfig x Gy, We defineBy as the number of configuration bits needed to configure a siaigl@guia-

lent. Hence, to configui@qnsiga total of By*G configuration bits are needed.

config:

config

Tc is the time it taks to load the configuration data that is required to reali2d gy microoperations used in a single hard-

ware configuration. & the architecture that empk on-chip configuration cache, when reconfiguration is required, the
needed configuration bits could either reside in the on-chip cach&aiin configuration memoryrhe probability that a
needed configuration can be found in the cache, or the cache hit-rate, is defRjedraisthe miss rate &, Hence, the

time required to reconfigure the proces$er = Py, x T +Piss X Toffchip, whereTonaip is the time to access a sin-

gle configuration from on-chip configuration cache 3g,, is the time to access a single configuration frofyclipp con-

figuration memoryWe assume that the access to on-chip cache toveethie bits that constitute a single configuration is
performed in parallel. Henc@qqip is defined as the time to access a single configuration bit from on-chip cache. Further-

more, since this architecture uses a single port to memMgitnip = (Bg x G )/ S, o WhereSyjecis the bandwidth of
the electronic serial channel to memory

onchip

config lec’

For the second architecture that enyslamptical channels, all configuration bits must be loaded frdrmahgd memory
Tc = TOffchip' In this architecturd\ optical channels connect the reconfigurable processor to configuration mé&herer

fore, Toffchip = (Bg X Gconﬁg)/(N X Soptic). With N channels accessing configuration memory in pardligly, is the
time of the channel that needs to retei¢he most bits from 6Ehip memoryIn this model, we assume thenst case number

of bits that are needed per optical channel.

3.2 Rerformance Comparison

In order to compare these dweconfigurable processors we use thecetion time functionT) defined abee. Since we
assume that processors as®ricated using the same technologg can assume thag is the same across processors and
hence can be treated as a constaetcdmpare the performance ofotwrocessor architectureseeuting a single application
consisting of 10,000,000 microoperatiohd £ 10,000,000). Both processorssédghe same die area, whichGs= 100,000

logic gate equialents. V@ compare the ffct of adding more communication channels to configuration memory on the total
execution time to the &ct of adding more configuration cache on the totatetion time.

The first architecture empte on-chip configuration cach€c,qe With an on-chip access tim&sip) of 2ns and a single
electrical channel to 6thip configuration memory with a bandwidtB.9) of 50MHz. The cache hit rat®;) for the first

architecture is modelecersus cache size using the well Wmgarachor curve as follovs:

1
P..=—— O<L<1
hit T L G(-1)

G

cache

whereL, represents the locality of the accessed, @@lue close to one indicates high localfgr this study we usk = 0.98
and 0.99.



The second architecture is an optically reconfigurable processor thaysimptical channels to configuration memounyt b
does not use gnon-chip configuration cache. Theeshead of each optical channel is 10ftegequialents, therefore

Goptic = 100xN. The bandwidth %) of each optical channel is 200MHz.eWary N, the number of optical channels
used, and record thefett on total gecution time. Other parameters shared by both architecturBg arg configuration bits
per cate equialent;G,,, = 100 gte equralents to represent a single operation 0.6 the percentage of operations that are rep-
resented in a single configuration, ang= 0.1ms.
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Figure 3: Total Execution vs. number of optical channels and vs. percentage of die area dedicated to configuratio

In Figure3, we sha the results of the performance comparison farwalues of localityFor the cache based architecture, we
shaw the efect of increasing the die area used as configuration c@ghge On the gecution timeT. The configuration time
decreases as the percent of the die area that is used as configuration cache increagzsthidanumber of configurations
grows as the die area used for configuration cache increases. As illustrated by tixec¢otaretime shon in the graph, the
number of configurations required for cache sizes greater than 60% dominatestiagalef the increased cache.

Also, in Figure3, for the optically reconfigurable architecture, we plot the tod@ion time,T, versus the number of chan-
nels,N, to configuration memoryrhe number of optical channels @ried from 1 to 20. The more channels used to access
configuration memorythe shorter thexecution time.

The analysis demonstrates thegmr with a fev optical channels a significant impament in performance can be asleig in
comparison to systems using part of the die area for configuration cache.,Futthrethe number of channels is increased to
16-20, still a relatiely small numbera substantial adwntage wer corresponding cache based systems can besedtaen

for applications thabibit very high dgrees of locality
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